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The Definition of Ethics

Thedisciplineconcerned with what is morally good and bad, right and
wrong zZ Encyclopedia Britannica

Ethics is a normative practical philosophical discipline of how one should
act towards others

B NicolasCointe, Gregory Bonnet, and OlivigBoissie8 O%OEEAAI EOA (/i I Al
behaviors inmultA CAT O OUOOAIT O6 ) k111420163 h DACAO =

3 general subject areas: metaethics, normative ethics, and applied ethics

Ethical dilemmas refer to situations in which any available choice leads to
infringing some accepted ethical principle and yet a decision has to be
made

B Keith Kirkpatrick. The moral challenges of driverless caBmmun ACM, 58(8):1820,
2015

There is no universal agreement on which ethical theory or approach is the
best
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3 Major Approaches to Ethics

Proceedings of the Thirty-First AAAI Conference on Artificial Intelligence (AAAL-17)

Utilitarianism (Consequential ethics)

B Decide whose utility matters and the relative
xAECEOO T £ AAAE DPAOOI 1T 6

B Expected future rewards and payoffs

B Concerns only with outcomes rather than with
methods or intentions

Deontology: Ethics by Rules

B Application of axiomatic systems

B Exception handling

B Situation understanding and Prioritizing the
principle

Virtue Ethics

B Social context for moral action

B Individual actions and problems are evaluated in
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‘Why Teaching Ethics to Al Practitioners Is Important

Judy Goldsmith, Emanuelle Burton

Abstract

Wiz argue that it is erucial (o the Tuiure of Al that our studenis
be trained in multiple complementary modes of ethical rea-
soning, so that they may make ethical design and implemen-
tation choices, ethical career decisions, and that their software
will be programmed (o take into account the complexities of
acting ethically in the world.

Introduction

Consider the decision many of us made last year about
whether to sign the open letter petitioning the UN to ban the
development of weaponized Al The authors (one of whom
is an Al practitioner who also had to make this decision) use
this case study to demonstrate that a knowledge of ethical
frameworks is a crucially important tool in an Al student,
Al practitioner, and Al theorist’s toolbox.

For some Al practitioners, the decision to sign this open
letter was a no-brainer, either because those individuals were
already committed to non-violence in some form, or because
they had thought at length about the dangers of weaponized
Al. Some no doubt signed because the leaders of the com-
munity did so, and they wanted to be seen as one of the
“cool Kids” Many others, however, chose not to sign the let-
ter, and even strongly opposed it, because they believe that
weaponized Al is inevilable, or desirable; because they be-
lieve that any Al can be used as a weapon;! because they
were reluctant to associate their name with a petition when
they could not predict the ramifications, or for many other
reasons arising from their understanding of research, poli-
lics, or their personal moral imperalives,

It was not entirely clear where a greedy agent would land
on this question. The letter was linked to an organization
that was offering grants for Al more particularly for ethics-
and-Al projects. On the other hand, one might reasonably
conclude that signing such a letter could have a negative ef-
fect on possible support through military-funded research. In
some countries, there is significant military funding for Al
albeit often for work couched in terms of defense and secu-
rity, rather than offense and weapons. Some research labs are

Copyright (€ 2017, Association for the Advancement of Artificial
Inteiligenee (www.aaai.org). All rights reserved.

'In the words of Ani DiFrance, **Cause every wol's a weapon
— if you hold it righL (From the song My 1.Q.)

able to support students because they accept military fund-
ing; as such, concern about funding cannot be dismissed as
purely selfish (though they still reflect a preference for their
own community of Al researchers.)

In fact, many people made their decision based on moral
concerns, and yet arrived at different answers. It wasn’t just
that people were coming to different conclusions; in many
cases, they were beginning with different ideas about how to
make an ethical decision. In this paper, we show how knowl-
edge of different ethical frameworks can illuminate the dif-
ferent approaches to decision-making that different AT prac-
titioners took, and re-examine the question of whether or not
1o sign from within each of these frameworks.

We demonstrate that most Al practitioners operate within
the ethical framework called utilitarianism, which has been
the dominant mode of ethical thought in the west for the past
150 years, and which is the ethical theory that is by far the
most compatible with decision-theoretic analys
al. ). After describing utilitarian theory, we briefly introduce
deontology and virtue ethics, the other two major modes of
ethical analysis, and show how these two modes can offer
new perspectives on the decision of whether to add one’s
name to such a letter. We readily acknowledge that there is
much more to Al than war bots, and more to practitioners’
decisions about public declarations than this initial summary
indicates. We could apply similar framing and analysis to the
use of Al in medicine, management, compuler games, or any
other area. However, this case exemplifies one of the two
broad types of decisions that call for ethical analysis: per-
sonal decisions by Al practitioners and programmers, and
decisions made by Al systems.

What appears to be a simple binary decision — sign the
letter, or not? — is only the final stage in as ng one’s
(probably non-binary) views on several complicated ques-
tions. Should robots be used to kill people? Under what con-
ditions could such robots be developed responsibly, and are
those conditions in place? But also: what other valuable or
positive purposes could this same technology serve? Could
our work in other areas of Al continue without the finan-
cial support of the military? For many Al practitioners, the
answers to these questions are not black and white.
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A time line of tech events that raise
ethical questions

March 17

Cambridge Analytica
Revealed

Sepromber 78

Facebook Security Breach
Exposes 50 Million Users
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Amazon Rekognition Video
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#VoroonMathur, Tachneology Fellow

Novewber 20 March & Apel 10
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Al and Ethics Activities

;  Leverhulme Centre for the Future of Intelligence at Cambridge (LCFI)

}  One Hundred Year Study of Al (Al1100)

1 OpenAl

+  The Machine Intelligence Research Institute (MIRI)

1 Partnership on Al (PAIy 70+ Partners, 10 Countries, More than 50% are-parfits

} Al Austin

1) %%%86 O 3O0AT AAOA 1 OO1T AEAOETT "1 1 AAT )
of Autonomous Systems

—_
T

1 The Engineering and Physical Science Research Council (ER3R{@Eiples of
Robotics

}  Campaign to Stop Killer Robots

}  Data & Society (2018.16%0verning Artificial Intelligence: Upholding Human Rights
& Dignity
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Other Approaches

Projects Funded by NoiProfit Organizations
Al grant awarded by the Futuref Life Institute (FLI)
B Asilomar Al Principles (Jan 2017)
Codes of Ethics in Context (Paul Boddington 2017)
B Epistemic Strategies: Precision and the Reduction of Uncertainty
i Al Impacts project by Katja Grace
i Share and publish research results online
B Technological Strategies to Ensure Safe and Beneficial Al
9 Verification and validation
1 Align Al with human values
1 Ultimate human control of Al
B Moral Strategies in the Pursuit of Beneficial Al

1 Al presents no new ethical problems

1 Moral threats of Al may be balanced against benefigs Al might help us to make moral decisions better
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Al Code of Ethics Will Be Harder

1 Who gets to define those ethics, and whehould
enforce them?

Establishing an Al code
of ethics will be harder
than people think

Ethics are too subjective to guide the use of Al, argue some
legal scholars.

byKarenHao October 21,2018

ver the past six years, the New York City police department has
compiled a massive database containing the names and
personal details of at least 17,500 individuals it believes to be

involved in criminal gangs. The effort has already been criticized by civil

rights activists who say it is inaccurate and racially discriminatory.
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